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ABSTRACT

A Gridpoint Statistical Interpolation analysis system (GSI)-based, continuously cycled, dual-resolution

hybrid ensemble Kalman filter–variational (EnKF-Var) data assimilation (DA) system is developed for the

Hurricane Weather Research and Forecasting (HWRF) Model. In this system, a directed moving nest

strategy is developed to solve the issue of nonoverlapped domains for cycled ensemble DA. Additionally,

both dual-resolution and four-dimensional ensemble–variational (4DEnVar) capabilities are implemented.

Vortexmodification (VM) and relocation (VR) are used in addition to hybridDA. Several scientific questions

are addressed using the new system for Hurricane Edouard (2014). It is found that dual-resolution hybrid DA

improves the analyzed storm structure and short-term maximum wind speed (Vmax) and minimum sea level

pressure (MSLP) forecasts compared to coarser, single-resolution hybrid DA, but track and radius of max-

imumwind (RMW) forecasts do not improve. Additionally, applying VR and VM on the control background

before DA improves the analyzed storm, overall track, RMW, MSLP, and Vmax forecasts. Further applying

VR on the ensemble background improves the analyzed storm and forecast biases forMSLP andVmax. Also,

using 4DEnVar to assimilate tail Doppler radar (TDR) data improves the analyzed storm and short-term

MSLP and Vmax forecasts compared to three-dimensional ensemble–variational (3DEnVar) although

4DEnVar slightly degrades the track forecast. Finally, the new system improves overall RMW, MSLP, and

Vmax forecasts upon the operational HWRF, while no improvement on track is found. The intensity forecast

improvement during the intensifying period is due to the better analyzed structures for an intensifying storm.

1. Introduction

An accurate estimation of the background error co-

variance is required to effectively assimilate observations

to initialize numerical predictions of tropical cyclones

(TCs). Early studies have demonstrated the promise of

using ensemble covariances for TC data assimilation

(DA). In these studies, the ensemble covariances were

adopted either through the use of the ensemble Kalman

filter (EnKF; e.g., Zhang et al. 2009; Torn 2010; Aksoy

et al. 2012; Weng and Zhang 2012; Poterjoy et al. 2014;

Poterjoy and Zhang 2014) or the ensemble–variational

hybrid (EnVar) method (e.g., Wang 2011; Li et al. 2012;

Schwartz et al. 2013, 2015; Wang and Lei 2014; Li et al.

2015; Lu et al. 2017). These studies have shown that using

such covariances improved track and intensity forecasts

due to superior analyses of the TC environment (Wang

2011; Poterjoy and Zhang 2014; Zhang and Weng 2015),

TC vortex, and inner-core structures (Li et al. 2012;Weng

and Zhang 2012; Lu et al. 2017).

Starting from 2013, the Gridpoint Statistical In-

terpolation analysis system (GSI)-based hybrid DA

method was implemented for the operational Hurricane

Weather Research and Forecasting (HWRF) Model

following the successful implementation of the hybrid

DA system for the operational Global Forecast System

(GFS) (e.g., Wang et al. 2013; Wang and Lei 2014; Kleist

and Ide 2015a,b). In operational HWRF DA, either the

GFS ensemble forecast or anHWRF ensemble initialized

from GFS analyses has been used to provide the flow-

dependent background error covariances (M. Tong 2016,

personal communication). However, these ensembles areCorresponding author: Xuguang Wang, xuguang.wang@ou.edu
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inherently inconsistent with the errors in the HWRF

background forecast since theGFS analyses and forecasts

are produced from a different model with a different

resolution and assimilate different sets of observations.

Therefore, these ensembles are not able to accurately

estimate the error covariances associatedwith the higher-

resolution HWRF TC background forecast initialized

from its own DA. We hypothesize that this inconsistency

significantly degrades HWRF forecasts.1

To investigate the hypotheses, a GSI-based hybrid

EnVar DA system that uses the self-consistent HWRF

EnKF ensemble was further developed for HWRF (Lu

et al. 2017). As an initial effort, the system used a fixed,

single nest domain and covered only a small period of

the TC life that was surveyed by the tail Doppler radar

(TDR) observations. Lu et al. (2017) found that the

corrections of the wind and mass fields by this hybrid

DA system were dynamically and thermodynamically

consistent. The self-consistent HWRF EnKF ensemble

was superior to the GFS ensemble when ingested by the

hybrid system for improving both the analyzed struc-

tures and forecasts of the TCs. In addition, the self-

consistent hybrid system for HWRF exhibited the most

benefits of assimilating airborne radar data.

In this study, the HWRF hybrid DA system is further

developed to address both the scientific and technical

challenges to perform end-to-end, continuous DA and

forecast cycles for the entire life of a TC, and assimilating

all operational observations in addition to TDR. Triply

nested domains with movable inner nests are adopted

during the continuous DA and forecast cycles. A

remaining challenge is that the locations of the inner nests

will diverge in the background ensemble if the storm-

center-following moving nests are adopted. The current

ensemble DA system developed based on GSI is not able

to provide state updates in areas where the background

ensemble nests are not collocated. A directedmoving nest

strategy is developed in this study to address this issue.

The positive impact of using a high-resolution NWP

model in TC prediction has been found in numerous

studies over the past decade (e.g., Davis and Bosart 2002;

Zhu et al. 2004; Davis et al. 2010; Chen et al. 2011; Zhang

et al. 2011; Xue et al. 2013). Early studies suggested that

model grid that is at least convection allowing is required

to resolve the convective-scale features such as the moist

convection and eyewall’s dynamics (e.g., Houze et al. 2007;

Zhang et al. 2011). While the operational HWRF has

become convection allowing (Tallapragada et al. 2014),

running all ensemble members at convection-allowing reso-

lution for ensemble DA still poses challenges due to limited

computing resources available at the operational centers.

Some recent studies (e.g., Li 2015; Schwartz et al. 2015)

have implemented a ‘‘dual resolution’’ hybrid DA

method for hurricane analysis and forecast. Using the

dual-resolution method, the control background forecast

is run at higher resolution than the ensemble members

that form the background error covariances. This ap-

proach both resolves the convective-scale structures and

reduces the computational cost. Schwartz et al. (2015)

showed that dual-resolution hybrid DA can efficiently

reduce the computational cost with minimal degradation

relative to full-resolution ensemble DA. However,

Schwartz et al. (2015) only explored the impact of dual-

resolution configuration in a coarse-resolution scenario

where the control background and analysis were still at

convection-parameterizing resolution. Later, Schwartz

(2016) applied the dual-resolution DA method to pre-

cipitation forecasts over the conterminous United States

(CONUS). In their dual-resolutionDA settings, a control

background used 4-km convection-allowing horizontal

grid spacing while the ensembles used 20-km convection-

parameterizing horizontal grid spacing. The dual-

resolution DA was found to improve the precipitation

forecasts for the first 12 h upon the single-resolution DA

where both control background and ensembles are at

20-km convection-parameterizing horizontal grid spacing.

The dual-resolution configuration has not been examined

for hurricane prediction, and this study is the first to ex-

tend the capability with the newly developed HWRF

hybrid DA system. In particular, the control analysis and

background is run at the convection-allowing 3-km hor-

izontal grid spacing whereas the ensemble background is

run at the 9-km convection-parameterizing horizontal

grid spacing. Using an experiment where all control and

the ensemble are run at the 9-km horizontal grid spacing

reveals the impact of introducing a convection-allowing

control analysis and background for hurricane prediction.

While satellites provide the majority of observations

over the open ocean, effective utilization of cloud-

contaminated satellite observation in DA still remains a

challenge (e.g., Bauer et al. 2006, 2011; Yang et al. 2016;

Zhang et al. 2016). Although various field campaigns

provide unprecedented and valuable inner-core obser-

vations of TCs over the open water [e.g., Hurricane In-

tensity Forecasting Experiment (IFEX) field campaign

(Rogers et al. 2013b); Sensing Hazards with Operational

Unmanned Technology (SHOUT) field campaign

(Coffey et al. 2015); Tropical Cyclone Intensity Experi-

ment (TCI) field campaign (Doyle et al. 2017)], it is un-

usual to have routine sampling of the inner core of a TC

1 Starting in 2017, the operational HWRF will have the capa-

bility for the self-cycled background error covariances using a

new system based on that presented here (J. Sippel 2017, personal

communication).
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for its entire lifetime. To partly solve this issue, early

studies used bogus vortex methods to initialize vortex

position and structure based on limited vortex informa-

tion (e.g., Kurihara et al. 1990, 1993, 1995; Lord 1991; Thu

and Krishnamurti 1992; Bender et al. 1993; Pu and Braun

2001; Liu et al. 2000, 2006; Tallapragada et al. 2014). In

the operational HWRF system, a similar vortex initiali-

zation (VI) procedure is used and primarily contains two

components: 1) storm location correction and 2) storm

size and intensity correction (Liu et al. 2000, 2006).

Hereafter, in this manuscript, the vortex relocation (VR)

refers to only the location correction and the vortex

modification (VM) refers to the storm size and intensity

correction. In the meantime, recent studies showed that

advanced DA methods can effectively extrapolate ob-

servation information without relying on the typically

used VI when the inner-core observations are available

(Torn and Hakim 2009; Xiao et al. 2009; Zhang et al.

2009, 2011; Li et al. 2012; Weng and Zhang 2012; Aksoy

et al. 2013; Schwartz et al. 2013; Lu et al. 2017). Schwartz

et al. (2013) showed that when ‘‘bogus’’ inner-core ob-

servations are assimilated efficiently and continuously

in a convection-parameterizing horizontal grid spacing

(45km) with a cycled, hybrid DA system, VR does not

improve the hybrid DA for typhoon track forecasts. This

study explores the extent that VI is still necessary in a

fully cycled convection-allowingDA systemwhere inner-

core observations are only partially available and how the

VI can be integrated with the DA.

In the operational HWRF, observations are assimilated

using fixed error covariances that do not evolve over the 6-h

DA window. When storms are rapidly changing, such as

going through rapid intensification (RI) and eyewall re-

placement, DA methods that account for the temporal

evolution of the error covariances within the 6-h window

are likely needed.Additionally, while the analysis is valid at

the center of the 6-h DA window, the inner-core observa-

tions are usually not valid at the analysis time but rather

distributed over the 6-h window depending on the aircraft

flight times. In such cases, using a four-dimensional error

covariance will properly update the state at the analysis

time. Wang and Lei (2014) illustrated in the GFS model

that the GSI-based 4DEnVar can effectively resolve tem-

poral evolution of the error covariances for hurricane

analysis. However, impact of 4DEnVar in the context of

convection-allowing inner-core DA has not been explored.

Therefore, a 4DEnVar capability is further implemented to

the HWRF hybrid system to address this question.

This manuscript first describes the newly extended

GSI-based, continuously cycled, dual-resolution hybrid

ensemble–variational DA system for HWRF with various

capabilities, including the 3DEnVar, 4DEnVar, dual-

resolution, and the directed moving nest strategy

(section 2). Using the newly extended hybrid system,

section 3 describes experiments designed to assess the

impact of 1) introducing a high-resolution control analysis

and forecast through dual-resolutionDA, 2) integratingVI

with DA, and 3) accounting for the temporal evolution of

the error covariance with 4DEnVar. Section 4 discusses

the results associated with these experiments. In addition,

as part of evaluating and understanding the performance

of the newly developed system, section 4 also explores the

potential of the newly developed HWRF hybrid DA sys-

tem to further improve intensity forecast by diagnosing the

analyzed storm structure and comparing the intensity

forecast with the operational HWRF. Section 5 concludes

the paper.As a first step of evaluating the newly developed

system and to address the aforementioned scientific and

technical challenges, the cycling DA and forecast experi-

ments were conducted for Hurricane Edouard (2014).

Systematic experiments are planned in the future.

2. Methodologies and system description

a. Overview of the GSI-based, continuously cycled,
dual-resolution hybrid ensemble–variational
(EnVar) DA system for HWRF

Following the early development (Lu et al. 2017), the

GSI-based hybrid EnKF–Var DA system for HWRF is

further extended to integrate with VI and to include the

continuously cycling, dual-resolution 3DEnVar and

4DEnVar capabilities. Figure 1 shows an example of the

flowchart of the newly developed system, and a detailed

description follows below.

For the first cycle of a storm, a 40-member HWRF

ensemble is initialized by the ensemble analyses from the

National Centers for Environmental Prediction (NCEP)

operational GFS hybrid DA system (Wang et al. 2013).

In the meantime, a single deterministic HWRF spinup

forecast is initialized by the control analysis from the

same GFS system. Using the Tropical Cyclone Vitals

(TCVital) database and following Liu et al. (2000, 2006),

vortices in the 6-h ensemble forecast are relocated, while

vortices in the control forecast valid at 3, 6, and 9h are

both relocated and modified before meeting the re-

quirement of first guess at appropriate time (FGAT;2 see

Trahan and Sparling 2012). Themodified control forecast

is then used as the control background for hybrid DA on

3- and 9-km grids, while the relocated ensemble forecast

2 FGAT interpolates the background forecast to the observation

time so that the observation priors in the innovation correspond to

the ‘‘appropriate’’ observation time. To perform the FGAT in-

terpolation, background forecasts at 3, 6, and 9 h are used for a 6-h

DA time window centered at 6 h.
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is used as the background ensemble for the EnKF on the

9-km grid and for hybrid DA on both the 3- and 9-km

grids. Further details regarding VR and VM procedures

are discussed in section 2e. During the continuously cy-

cled ensemble and control background forecasts, a newly

developed directed moving nest strategy is adopted. A

detailed description of the directed moving nest strategy

will be discussed in section 2d.

At the DA and state update stage, four steps are in-

volved. First, the 40-member relocated HWRF back-

ground forecast is updated by the EnKF to produce a

40-member analysis on the 9-kmdomain. Next, the control

analysis on the 3- and 9-km domains is produced with GSI

hybrid DA using the 40-member relocated HWRF en-

semble and the augmented control vector (ACV) method

in GSI variational minimization (GSI-ACV; Wang et al.

2013). Since the assimilation window is 6h, FGAT is

applied for the hybridDA. Then the EnKF analysis on the

9-km domain is then recentered around the 9-km hybrid

analysis (i.e., the EnKF mean is replaced with the hybrid

analysis). Finally, the 27-km HWRF outermost domain is

replaced by the GFS control and ensemble analyses

without undergoing DA. The DA is not performed on the

outermost domain following the operational HWRF, a

configuration chosen because of limited benefits from

using a regional analysis instead of the global analysis for

the large-scale TC environment (Tallapragada et al. 2014).

After the analyses are produced from the above four

steps, the background forecasts are produced to prepare

for the next DA cycle. In particular, the hybrid analysis is

used to initialize a 9-h short-term deterministic forecast on

the 27/9/3-km grid, and a 6-h 40-member ensemble

background forecasts on the 27/9-km grids is initialized

from the recentered HWRF EnKF analysis. The same

directed moving nest strategy, VR, and VM procedures

as applied for the spinup background forecasts are then

adopted before applying the nextDA steps. This cycling of

DA and forecasts continues through the end of the storm.

Finally, to evaluate various DA methods, a single

deterministic 120-h free forecast is initialized by the

hybrid analysis for each DA cycle. This forecast is in-

dependent of the 9-h control forecast that uses directed

moving nests and instead employs HWRF’s original

vortex-following strategy.

b. GSI-based dual-resolution EnVar

This section describes the general dual-resolution

4DEnVar form implemented in the GSI. Similar nota-

tions for dual-resolution EnVar can be found in Schwartz

et al. (2015), Kleist and Ide (2015a,b), Schwartz (2016),

and T. Lei and X. Wang (2017, unpublished manuscript).

The description of the hybrid 4DEnVar formula mirrors

those in Wang (2010) and Wang and Lei (2014). The

analysis increment x0t at time t within a DA window for

the dual-resolution hybrid 4DEnVar is defined as

x0t 5 x01 1D �
K

k51

½a
k
+(xek)t� , (1)

where x01 denotes the increment from the GSI static co-

variance, D denotes the operator that maps the fields from

the coarser ensemble grids to the finer control grids, ak
denotes the augmented control vectors for the kth ensem-

ble member, (xek)t denotes the kth ensemble perturbation

FIG. 1. Flowchart of GSI-based EnKF–variational hybrid data assimilation system for HWRF [adapted from Wang et al. (2013)].
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at time t normalized by (K2 1)1/2, K is the ensemble size,

and the symbol + denotes the Schur product.

The cost function remains the same as in single-

resolution 4DEnVar (Wang and Lei 2014):

J(x01, a)5
1

2
b
1
(x01)

TB21
1 (x01)1

1

2
b
2
(a)TA21(a)

1
1

2
�
L

t51

(yo0t 2H
t
x0t)

TR21
t (yo0t 2H

t
x0t) , (2)

where B1 denotes the static covariance; a is a vector that

concatenates ak, k 5 1, K; A denotes the matrix that de-

fines the localization applied to the ensemble covariance;

L is the length of theDAwindow; andRt, y
o0
t , andHt refer

to the observation error covariance, innovation vector,

and linearized observation operator valid at time period t,

respectively. Here b1 and b2 are the weights assigned for

the static and ensemble covariance, respectively, where

(1/b1)1 (1/b2)5 1 (Wang et al. 2008a,b).

The major difference between dual-resolution and

single-resolution hybrid 4DEnVar is the incorporation of

the operator D, which allows the coarser-resolution en-

semble to be projected to the finer control background. In

other words, dual-resolution 4DEnVar formula returns

to the single-resolution formula when the operator D is

an identity matrix. Additionally, since the 4DEnVar is a

temporal extension of 3DEnVar (Wang and Lei 2014),

Eqs. (1) and (2) become dual-resolution 3DEnVar if a

single time t is considered in the DA window.

c. EnKF

Asmentioned in section 2a, theGSI-based hybridEnVar

DA system for HWRF includes the HWRF EnKF com-

ponent to provide ensemble background covariance during

the continuous DA cycling. Following Lu et al. (2017), the

EnKF component adopts the ensemble square root filter

(EnSRF; Whitaker and Hamill 2002). As described in Lu

et al. (2017), this EnKF code has been interfaced with

HWRF and uses the observation preprocessing, quality

control and forward operators provided byGSI. The cutoff

radius for the covariance localization adopted by the EnKF

is similar to that used by the EnVar component. Addi-

tionally, the relaxation to prior spread (RTPS) multiplica-

tive inflation algorithm developed byWhitaker andHamill

(2012) is adopted. The details of the selected parameters

are included in section 3b.

d. Directed moving nest strategy

As stated in section 1, a directedmoving nest strategy is

developed and applied to produce the first guess forecasts

during the DA cycling. The primary objective of this

development is to solve the issue associated with non-

overlapped ensemble domains for storm-following

moving nests without needing DA code changes. In the

traditional storm-following moving nest, the center of the

nest for each ensemble member will follow the center of

its own simulated TC. At the end of the first guess sim-

ulations, the ensemble nest locations diverge, which in-

troduces complications for ensemble-based DA. In the

newmoving nest strategy, rather than letting the center of

the domain follow its own simulated storm, the center of

the domains for both the ensemble and the control

background are moved to the same prescribed locations

during model integration by adding a piece of code to the

HWRFModel. Thismoving nest strategy has flexibility to

determine the prescribed locations as well as the flexi-

bility to prescribe a specific time period to move during

the first guess forecast. For example, in order to imple-

ment FGAT or 4DEnVar from hours 3 to 9, the domains

can move for the first 3h and stay in the same position

during the remaining 6h of model integration. This di-

rected moving nest strategy is simple to implement

without requiring changes in the DA code.

As described earlier, this newly developed directed

moving nest strategy has the flexibility to choose the source

of the prescribed locations. The prescribed locations de-

termine the movement of the directed domains. Therefore,

it is important to explore the sensitivity of this new directed

moving nest strategy to the different sources of the pre-

scribed locations. Additional experiments have been con-

ducted with 3-h prescribed locations produced from

interpolating and extrapolating TCVital, GFS forecasts,

and blending the GFS forecast with extrapolated TCVitals.

The locations produced by thesemethods are similar except

for slight differences at the early stage of Edouard when the

storm is relatively weak and disorganized (not shown).

Given the limited differences in the prescribed locations

from different sources, sensitivity experiments showed they

also produce reasonably similar DA and forecast results

with the different prescribed positions (not shown). This

study uses interpolated TCVital for illustration, though

extrapolated TCVital, 3-h global forecast, or the combina-

tion of the two can all be applied in operational settings.

Figure 2 illustrates the details of this directed moving

nest strategy. At the initial time on 15 September 2014,

all the domains overlap (Fig. 2a). After 3 h of integration

(Fig. 2b), the nests of ensemble members using the

storm-following moving nest strategy start to diverge,

while the nests using directedmoving nest strategymove

toward the same location. Six hours later (Fig. 2c), the

ensemble members using the storm-following strategy

move farther apart, but those using the directed moving

strategy remain in the same location. Although this

strategy differs from that used by the operational

HWRF, the forecast fields after 6 h of integration with

each strategy are nearly identical, suggesting the
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directed moving nest method reconciles with the model

integration as well as the storm-following moving nest.

e. Integrating vortex relocation (VR) and
modification (VM) with hybrid DA

The average location error in a 6-h background fore-

cast is around 15–40km (Trahan and Sparling 2012; Tong

et al. 2014), which can be detrimental to assimilating of

inner-core observations using ensemble-based DA that

adopts the Gaussian error distribution assumption (e.g.,

Chen and Snyder 2007; Yang et al. 2013; Lu et al. 2017).

Therefore, in the fully cycled hybrid DA system, for each

DA cycle as described in section 2a, both the background

ensemble and control forecasts are relocated before be-

ing updated by the EnKF or hybrid. Before VR, the lo-

cations toward which the background forecasts will move

are determined first. The locations are determined by

applying the EnSRFmethod (Whitaker andHamill 2002)

to a single-variable problem as follows:

1) Update the ensemble mean location:

xa 5 xb 1K(y2Hxb) , (3)

where xa denotes the updated ensemble mean loca-

tion, xb is the mean of the first guess locations, and K

is the traditional Kalman gain, which is computed as

K5PbHT(HPbHT 1R)21. Note that Eq. (3) is applied

on a scalar system so Pb is the location error variance

estimated by the ensemble, H is a unit operator

because the background ensemble contains only

positions of hurricanes, y is the location observations

obtained fromTCVital, andR is the error variance of

the TCVital locations. The standard error of the

TCVital locations is estimated to be 10km in this

study. This estimation is based on and adapted from

Trahan and Sparling (2012).

2) Update the location perturbations:

x0ak 5 (I2 ~KH)x0kb , (4)

where ~K5 [11
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R/(HPbHT 1R)

q
]21K denotes the

reduced Kalman gain, I is the identity matrix, and

x0bk are the deviation of the kth first guess location

from the mean location and x0ak is the corresponding

updated location perturbation.

3) Combine Eqs. (3) and (4) to get the updated ensem-

ble of locations:

xak 5 xa 1 x0ak , (5)

where xak is the kth analyzed location.

After the locations are determined, the following re-

location procedures are modified based on the HWRF

VR procedure (Liu et al. 2000, 2006; Tallapragada et al.

2014) and are applied to relocate both the control and

ensemble background. The HWRF forecast vortex is

separated from its environment and placed in the location

determined by either Eq. (3) or (5). The VMprocedure is

applied to the control vortices by adjusting the HWRF

vortex size and intensity before putting it back into the

HWRF environment. Because of the incongruences be-

tween VM and inner-core DA in updating the vortex size

and intensity (e.g., Zhao et al. 2015), VM is only applied

to the control background for the DA cycles when no

inner core data (e.g., TDR data) are available.

3. Experiment design

a. HWRF Model configuration

The HWRF Model has been developed by the Envi-

ronmental Modeling Center (EMC) in collaboration with

theGeophysical FluidDynamics Laboratory (GFDL) and

FIG. 2. Sea level pressure field at (a)10000, (b) 10300, (c)10600 UTC for the original HWRF moving strategy (dashed contour with

thin box) and the directed moving strategy (solid contour with thick box) for ensemble member 1 (red and orange) and 2 (blue and cyan).

Note that large areas of solid and dashed contours are overlain and indistinguishable due to the almost identical forecast fields.
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the University of Rhode Island (URI) since 2002

(Tallapragada et al. 2014). A nominal horizontal grid

spacing of 0.188/0.068/0.028 (approximately 27/9/3km) for

the outermost/intermediate /innermost domains are used

in this study, which is similar to that used in the 2014 op-

erational HWRF. In this study, the intermediate and in-

nermost domains adopt the strategies outlined in section 2,

while the outermost domain remains unmoved during the

entire life of the storm. The outermost, intermediate, and

innermost domains are configured with 216 3 432 hori-

zontal grid points (approximately 808 3 808), 232 3 454

horizontal grid points (approximately 308 3 308), and
1813 322 horizontal grid points (approximately 78 3 78),
respectively (Fig. 3). There are 61 vertical levels, and the

model top is at 2hPa following Lu et al. (2017). The

physics parameterization schemes used in HWRF Model

follow those used in the 2014 operational HWRF except

that the ocean coupling is turned off. Specifically, Ferrier

microphysics (Ferrier 2005) as modified in HWRF for

tropical applications, upgraded Simplified Arakawa–

Schubert (SAS) cumulus parameterization (Han and Pan

2011), HWRF surface layer parameterization, the GFDL

slab scheme (Tuleya 1994), the HWRF PBL parameteri-

zation (Hong and Pan 1996), and Eta GFDL shortwave

(Lacis and Hansen 1974) and longwave (Fels and

Schwarzkopf 1975; Schwarzkopf and Fels 1991) radiation

schemes are used to parameterize the microphysical, cu-

mulus, surface layer, land surface, planetary boundary

layer, and radiation processes. The cumulus scheme is not

used in the innermost domain since the 3-km horizontal

grid spacing is convection allowing. More details about

these parameterization schemes can also be found in the

HWRF scientific document by Tallapragada et al. (2014).

b. Experiment setup

To address the scientific questions proposed in section 1,

five experiments denoted as ‘‘3DEV,’’ ‘‘3DEV-9kmS,’’

‘‘3DEV-NVRM,’’ ‘‘3DEV-NEVR,’’ and ‘‘4DEVTR’’ are

conducted (see descriptions in Table 1). Details for each

experiment are described as below.

3DEV is the baseline experiment, which performs

6-hourly, continuously cycled DA using 3DEnVar with

FGAT following Fig. 1 and section 2a. The newly de-

veloped directed moving nest strategy is adopted as in-

troduced in section 2d. 3DEV starts at 1200 UTC

11 September 2014whenEdouard (2014) developed into a

tropical depression. The first DA cycle starts at 1800 UTC

11 September 2014 after 6h of spinup forecast initialized

from the GFS analyses. The initial 6-h ensemble is ini-

tialized from theGFS ensemble as stated in section 2a. The

DA experiment ends at 1800 UTC 19 September 2014

when Edouard became a low. A total of 32 DA cycles are

performed in total.

Assimilated observations include radial velocity

from TDRs on board the NOAA P-3 aircraft (when

available) in addition to conventional observations

and clear-sky radiances from geostationary and polar-

orbiting satellites (Tallapragada et al. 2014). A de-

scription of these observations assimilated for each

HWRF domain is given in Table 2. The general dis-

tribution and preprocessing for the TDR data can be

found in Gamache (2005) and Lu et al. (2017). Al-

though the satellite-derived wind and some in situ

observations such as dropsonde, surface ship, and buoy

observations are also assimilated, when it is available

the TDR data play a dominant role in sampling the

inner-core region. Specifically, the TDR data are

available at the 16th, 17th, 21st, 24th, and 25th DA

cycles valid at 1200 UTC 15 October, 1800 UTC

15 October, 1800 UTC 16 October, 1200 UTC

17 October, and 1800 UTC 17 October, respectively.

The major difference between assimilation on the

3- and 9-km domains is that satellite radiances are not

assimilated on the innermost domain. The bias cor-

rections for the satellite radiances are estimated from

the corresponding Global Data Assimilation System

(GDAS) forecast.

Following Lu et al. (2017), an inflation factor of 0.9 is

applied to the posterior ensemble variance to relax

upon the prior ensemble variance during the DA cy-

cling as proposed by Whitaker and Hamill (2012). For

both the 3- and 9-km control analyses, the full en-

semble error covariance is used in this study. This

choice is motivated by the findings in Lu et al. (2017)

that blending the static and flow-dependent ensemble

covariance does not improve upon using the full en-

semble covariance. This finding is consistent with

Schwartz (2016), who found that blending the co-

variances may be detrimental when the resolution

between static and ensemble error covariances is in-

consistent. The horizontal and vertical localizations

adopted in this study follow the configurations in

FIG. 3. Domain configuration example for Hurricane Edouard.
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Lu et al. (2017). For the innermost and intermediate

domains, 510-km and 1.30 scale-height e-folding dis-

tances are used for the horizontal and vertical locali-

zations, respectively.

The 3DEV-9kmS experiment is identical to 3DEV

except there is no 3-km innermost domain during DA.

In other words, both the control analysis and the

ingested ensemble use the 9-km horizontal grid spacing.

The purpose of this experiment is to reveal the impact of

introducing the 3-km horizontal grid spacing nest

through dual-resolution DA in 3DEV. To isolate such

impact, like 3DEV, 3DEV-9kmS still runs the 120-h free

forecast with a 27/9/3-km triply nested configuration that

is achieved by interpolating the 9-km domain analysis to

the innermost 3-km domain.

Experiments 3DEV-NEVR and 3DEV-NVRM ex-

amine the impacts of vortex initialization in this new

DA system. 3DEV-NEVR is similar to 3DEV except

that VR for the background ensemble is not per-

formed. This experiment is meant to explore the ne-

cessity of doing VR for the ensemble background in the

cycling hybrid DA system. 3DEV-NVRM follows the

same procedures as 3DEV-NEVR, and the primary

difference is that 3DEV-NVRM further removes the

VR and VM procedures for the control background. In

other words, 3DEV-NVRM performs neither VR nor

VM for the control and ensemble backgrounds. The

goal of this experiment is to investigate the necessity of

doing VR or VM for the control member in the cycling

hybrid DA system. Intercomparison among 3DEV,

3DEV-NEVR, and 3DEV-NVRMwill reveal the relative

importance of performing ensemble VR andVR/VMon

the control member.

4DEVTR is identical to 3DEV in the DA cycles

where TDR data are not available. In the cycles when

TDR are available, 4DEnVar is applied in 4DEVTR

for both the intermediate and innermost domains.

The hourly control background and ensemble are

provided for the 4DEnVar DA in this experiment

following Wang and Lei (2014). The 4DEnVar is not

applied to all the cycles because of the computational

constraint. The primary goal of this experiment is

to explore the impact of 4DEnVar for the inner-

core DA.

4. Results

a. Impact of incorporating the higher-resolution
control analysis through dual-resolution hybrid
DA

As stated earlier in section 1 and section 3b, in com-

parison with the configuration where all ensemble

members are run at a high resolution, the dual-resolution

configuration can save computational cost. In such a dual-

resolution configuration, only the control member is run

at high resolution, and the rest of the ensemble members

are still run at coarser resolution. Schwartz (2016) sug-

gested the improvement of introducing a convection-

allowing controlmember through dual-resolutionDA for

precipitation forecast over CONUS.Would introducing a

single control member at a convection-allowing reso-

lution improve the analysis and subsequent forecasts for

hurricanes as well? Experiments 3DEV and 3DEV-

9kmS are compared to address this question.

The vortex-scale wind structures in both the horizontal

and vertical cross sections produced by the 3DEVand

3DEV-9kmS analyses are verified against the radar wind

composite of Edouard by HRD. Figure 4 shows the

model-derivedwind and the corresponding verification at

the 1-km height valid at 1800 UTC 15 September 2014.

The verification is derived from the quality-controlled

TDR radial velocity data byHRD (Gamache 2005; HRD

radar wind data can be found at http://www.aoml.noaa.

gov/hrd/Storm_pages/edouard2014/radar.html). The ma-

jor difference in the analyses among 3DEV and 3DEV-

9kmS is the depiction of the inner-core structures. In

general, 3DEV fits the HRD composite better than

3DEV-9kmS. Specifically, 3DEV can capture the domi-

nant wind maximum in the northeastern quadrant pres-

ent in the HRD composite (Figs. 4a,b). In comparison,

the dominant wind maximum in 3DEV-9kmS is located

in the southeastern quadrant. While 3DEV shows a cir-

cular structure consistent with the verifying wind analysis,

the vortex in 3DEV-9kmS is more elliptical elongating

TABLE 1. List of experiments and their descriptions.

Expt name General features Ensemble VR

Control VM for

non-TDR Control VR

Dual

resolution

4DEnVar for

TDR cycles

3DEV 6-hourly continuous

end-to-end cycling,

3DEnVar hybrid

with FGAT, directed

moving nest strategy

Yes Yes Yes Yes No

3DEV-9kmS Yes Yes Yes No No

3DEV-NEVR No Yes Yes Yes No

3DEV-NVRM No No No Yes No

4DEVTR Yes Yes Yes Yes Yes
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along the northwest–southeast axis. The size of the storm

is also larger in 3DEV-9kmS in comparison with the

verification and 3DEV. In addition, the TC center as

identified by the wind and pressure fields in 3DEV is

more consistent with the best track center as compared

with 3DEV-9kmS.

Figure 5 shows a corresponding south–north vertical

cross section of horizontal wind speed verification. The

inner-core structure in 3DEV is again more consistent

with the HRD radar wind composite than 3DEV-9kmS.

Specifically, though both 3DEV and 3DEV-9kmS capture

the wind maximum peaks between ;1 and 2km in the

northern side of the cross section, the overall wind maxi-

mum is stronger in 3DEV than 3DEV-9kmS. For exam-

ple, the 50ms21 contour extends to 3.8km in 3DEV,

which is closer to the verification, whereas the contour

only extends to 2km in 3DEV-9kmS. In the southern side

of the cross section, the wind maximum in 3DEV-9kmS is

smoother and shallower compared to the HRD radar

wind composite. In comparison, 3DEV shows greater

spatial detail such as the narrowed peak of the 40ms21

contour above 3km to the south, consistent with theHRD

wind composite. Figure 5 also reveals a stronger and

narrower warm core in 3DEV than 3DEV-9kmS.

Additionally, the spatial correlation coefficient between

the analyzed three-dimensional (3D) wind speed field and

the HRD radar wind composite has been calculated and

shown in Fig. 5 to provide a quantitative comparison fol-

lowing Lu et al. (2017). The higher correlation coefficient

value in 3DEV (;0.85) suggests a better analyzed storm

inner-core structure as compared with 3DEV-9kmS

(0.77). The average correlation coefficient for all the TDR

cycles in 3DEV is 0.77, and 3DEV-9kmS it is 0.72 (not

shown). In summary, Figs. 4 and 5 show that the analyzed

storm structure in 3DEV better agrees with the HRD

composite than 3DEV-9kmS, suggesting the advantage of

incorporating a finer-resolution control analysis in theDA

step through the dual-resolution EnVar capability.

In addition to the verification of the analyzed storm

structures, the track, RMW, MSLP, and Vmax forecasts

from all of Edouard’s 32 cycles from 1200 UTC

11 September to 1200 UTC 19 September 2014 for

Edouard (2014) are verified against the best track data

(Fig. 6). Considering the limited samples collected from

TABLE 2. List of observations assimilated in each domain.

Domain

Data type

Outermost

domain (d01)

Intermediate

domain (d02)

Innermost

domain (d03)

Conventional

observations

Radiosondes No observations

are assimilated and

initialized from GFS

Yes Yes

Dropwindsondes Yes Yes

Aircraft reports Yes Yes

Surface ship and buoy

observations

Yes Yes

Surface observations

over land

Yes Yes

Pibal winds Yes Yes

Wind profilers Yes Yes

Radar-derived

velocity–azimuth

display wind

Yes Yes

WindSat scatter-

ometer winds

Yes Yes

Integrated pre-

cipitable

water derived

from the global

positioning system

Yes Yes

Tail Doppler radar observation Yes Yes

Satellite-derived wind Yes Yes

Satellite

radiances

IR Yes Yes No radiances

are assimilatedYes Yes

Yes Yes

Yes Yes

MW Yes Yes

Yes Yes

Yes Yes
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the 32 cycles, the statistical significance of the differences

between the experiments is assessed using a bootstrap

resampling method following Davis et al. (2010). In this

bootstrap resampling method, the resampling is per-

formed on the differences of the absolute errors

between a given pair of experiments from all cycles with

replacement. A total of 10 000 resamples were formed.

The statistical significance level for each pair is defined as

the rank where the resampled distribution crosses zero.

The significance levels of 80%, 50%, and 20% are

marked with red lines in Figs. 6a–d.

According to Fig. 6, the profound difference between

3DEV and 3DEV-9kmS lies in the MSLP and Vmax

forecasts at early lead times, and the experiments are

overall comparable for both the track and RMW fore-

casts. For the mean absolute errors (Figs. 6c,d), 3DEV

improves the MSLP and Vmax for the first 12–18 h

compared to 3DEV-9kmS. The smaller MSLP and

Vmax forecast errors at early lead times in 3DEV are

direct results of more realistically analyzed inner-core

structures than 3DEV-9kmS as revealed by Figs. 4 and 5.

In terms of error biases (mean error; Figs. 6e,f), 3DEV-

9kmS produces large weak biases for both MSLP and

Vmax at the initial time in comparison to the slight

strong bias by 3DEV. The weak MSLP bias in 3DEV is

smaller through 87h, whereas the weak Vmax bias is

comparable or slightly weaker in 3DEV-9kmS after

12 h. This result suggests that there is possibly a sys-

tematic difference in the wind and pressure relationship

between 3DEV-9kmS and 3DEV.

b. Impact of vortex initialization (VI) and ensemble
relocation

As stated in the introduction, while recent studies

show that efficient DA of dense inner-core observations

can potentially replace the ‘‘bogus’’ VI to some extent

FIG. 4. Wind (shading and vectors) and pressure (contours) at 1-km height for (a) HRD radar wind composite, (b) 3DEV analysis,

(c) 3DEV-9kmS analysis, (d) 3DEV-NVRM analysis, and (e) 3DEV-NEVR analysis for the second TDR mission valid at

1800 UTC 15 Sep 2014. The black dot is the best track position fromNHC. The red line denotes the corresponding cross sections to be

presented in Fig. 5.
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for hurricane prediction, these data are only available for a

small part of the life cycle in most storms. Therefore, the

VR and VM are likely necessary for a continuously cycled

DA system when conventional inner-core observations

are not available. Experiments are conducted in this sub-

section to reveal the impact of applying the VR and VM

within an end-to-end, fully cycled hybrid DA system.

The analyses here show that VR and VM are most

important in the control analysis, but applying VR to the

background ensemble can also improve analyzed storm

structure. In the horizontal structure analyses (Fig. 4),

without applying any VR or VM, the wind structure

analyses in 3DEV-NVRM largely disagree with the

HRD composite (Fig. 4d). Specifically, the HRD radar

composite contains one dominant windmaximum that is

located in the northeast quadrant. In comparison,

3DEV-NVRM shows two comparable wind maxima

located in the northeast and southeast quadrants,

respectively. The northeast wind maximum in 3DEV-

NVRM is much farther away from the storm center

compared to its counterpart in the HRD composite. In

addition, a large location error is observed in 3DEV-

NVRM. Specifically, the 3DEV-NVRM shifts the storm

center about 39 km to the east of the best track position.

Compared to 3DEV-NVRM, 3DEV-NEVR reduces the

location error and improves storm symmetry, which shows

the benefit of applying the VR andVM to only the control

background. Further applying VR to the background en-

semble background improves the analysis even more. For

example, two errors in 3DEV-NEVR (Fig. 4e) that are not

present in 3DEVare a dominantwindmaximum southeast

of the storm and a dipole feature in the pressure field.

These results are consistent with previous studies such as

Chen and Snyder (2007) and Lu et al. (2017), which found

dipolelike increments can occur when the storm locations

prescribed in the background ensembles are too diverse or

FIG. 5. Wind speed (shading), potential temperature (black contours), and relative humidity (white contours) analysis of the south–

north vertical section for (a) HRD radar wind analysis, (b) 3DEV, (c) 3DEV-9kmS, (d) 3DEV-NVRM, and (e) 3DEV-NEVR for the

second TDR mission valid at 1800 UTC 15 Sep 2014. The values in (b)–(e) are the spatial correlation coefficients between the analyzed

three-dimensional wind speed field and the HRD radar wind composite.
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the deviation of the background storm location from the

observed storm location is too large.

Vertical cross sections similarly show that VR and VM

are most important for the control analysis. The inner-

core structure analyzed by 3DEV-NVRM (Fig. 5d) is

also largely inconsistent with the HRD composite

(Fig. 5a) with amuchweakerwindmaximumon the north

side and a much stronger, deeper wind maximum on the

south side. In comparison with 3DEV-NVRM, both the

northern and southern wind maxima in 3DEV-NEVR

are more consistent with the HRD composite in terms

of both the vertical extent and magnitude. However,

when compared to 3DEV, 3DEV-NEVR degrades

the analysis. For example, the low-level wind maxima

in 3DEV aremore consistent with the verifying analysis.

The spatial correlation between the various analyses

here and the HRD wind speed analysis objectively ver-

ifies the above conclusions. 3DEV, 3DEV-NEVR, and

3DEV-NVRM are correlated with the HRD analysis at

;0.85,;0.79, and;0.54, respectively. Furthermore, over

all TDR cycles (not shown) the average correlation is

0.77, 0.71, and 0.53, respectively. In summary, the results

from both the horizontal and vertical structure analyses

show that conducting VR and VM on the control back-

ground plays important roles in defining the location and

structure of the analyzed storm. Further conducting VR

in the ensemble background is also helpful in improving

the structure of the analyzed storm. However, it should

also be noted that the importance of ensemble VR may

not be as important as the control VR and VM.

The mean absolute forecast errors in 3DEV-NVRM

are much larger at most times than those in 3DEV

(Figs. 6a–d). Without any VR or VM, the track, RMW,

MSLP, and Vmax forecasts produced by 3DEV-NVRM

perform the worst. Consistent with Figs. 4d and 5d, the

significantly larger track error at the early lead times in

3DEV-NVRM results from large location errors in the

analysis. The overall larger RMWmean absolute errors in

3DEV-NVRM than 3DEV can possibly be attributed to

the unrealistically analyzed storm structure as shown in

Figs. 4d and 5d where multiple wind maxima exist at dif-

ferent heights and distances. The highly asymmetric storm

in 3DEV-NVRM analysis is also consistent with signifi-

cantly largerMSLPerror for all lead times and significantly

larger Vmax errors in the first 21h in the 3DEV-NVRM

forecast (Figs. 6c,d). Forecast error biases (Figs. 6e,f) show

that 3DEV-NVRM has a much larger strong bias for both

MSLP and Vmax than 3DEV at the initial time. At later

lead times after about 12–36h, 3DEV-NVRM shows

larger weak bias compared to 3DEV. The large bias

transition at about 12–21-h lead times implies a significant

wind and pressure field adjustment by 3DEV-NVRM.

The forecasts in 3DEV-NEVR are better than those

produced by 3DEV-NVRM. Specifically, 3DEV-NEVR

produces a better track and MSLP forecast at all lead

times and a better RMW and Vmax forecasts at most

lead times. This result differs from the early study by

Schwartz et al. (2013), who found VR applied for the

control member did not improve cycling hybrid DA.

Such different results could be possibly due to the con-

tinuous location correction by ingesting bogus inner-

core observations during all cycles in Schwartz et al.

(2013), while this study uses no bogus data with inner-

core real observations available only at limited times.

Meanwhile, the performance of the track, RMW,

MSLP, and Vmax forecasts by 3DEV-NEVR and

3DEV are commensurate over the entire 5-day forecast

period (Figs. 6a–d), though 3DEV-NEVR appears to be

right for the wrong reason at times. Further examination

reveals that 3DEV-NEVR begins with a strong bias

 
FIG. 6. (a) Mean absolute track forecast error, (b) mean absolute RMW forecast error,

(c) mean absolute MSLP forecast error, and (d) mean absolute 10-m Vmax forecast error

for 32 missions of Edouard (2014) for 3DEV (turquoise), 3DEV-9kmS (green), 3DEV-

NVRM (yellow), and 3DEV-NEVR (purple). (e),(f) The correspondingMSLP andVmax

forecast error bias, or mean error. The green, yellow, and purple histograms below (a)–

(d) are the bootstrap significance levels where 3DEV is statistically different from

3DEV-9kmS (A: ‘‘3DEV’’ minus B: ‘‘3DEV-9kmS’’), 3DEV-NVRM (A: ‘‘3DEV’’

minus B: ‘‘3DEV-NVRM’’), and 3DEV-NEVR (A: ‘‘3DEV’’minus B: ‘‘3DEV-NEVR’’),

respectively. The black histograms denote the bootstrap significance levels where 3DEV-

NEVR is statistically different from 3DEV-NVRM (A: ‘‘3DEV-NEVR’’ minus

B: ‘‘3DEV-NVRM’’). The significance levels of 80% (solid) and 20% (dotted) for each pair

are given as red lines in the histograms to indicate where A is significantly better or worse

than B, respectively. The significance levels between 20% and 80% indicate that there is no

statistically significant difference between A and B. The significance level of 50% is also

shown with red dashed lines to indicate if A is better (.50%) or worse (,50%) than B. The

numbers in the brackets under the x axis are the number of cases at each lead time.
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followed by an incorrect intensification rate as implied by

the evolution of bias (too slow, e.g., Fig. 6f). These errors

effectively cancel, leading to a better fit of 3DEV-NEVR to

thebest trackduring the 18–48-h lead times (e.g., Figs. 6c,d).

c. Impacts of 4DEnVar for vortex-scale observation
assimilation

As stated in section 1, hybrid 3DEnVar DAwith a 6-h

time window is unlikely to resolve quickly evolving

storm features due to the inability of 3DEnVar to cap-

ture the temporal evolution of error covariance in a 6-h

DA window. However, 4DEnVar might alleviate this

issue because of its design (section 3b). To test this hy-

pothesis, TDR DA experiments are first conducted for

the cycles when Edouard was going through the rapid

eyewall replacement.

The finalNOAAP3TDRmission inEdouard occurred

during the eyewall replacement or the end of the ‘‘de-

caying double eyewall storm’’ period (Abarca et al. 2016).

During this time period, Edouard was weakening, likely

due to the eyewall replacement and cold upwelling or

mixing (Stewart 2014). One NOAAP3 aircraft was sent

out for HRD-tasked model evaluation between 1110

and 1919 UTC 17 September 2014, but its data were

unfortunately divided between the 1200 and 1800

UTC cycles, yielding a brief and uneven distribution in

each individual cycle. The briefly and unevenly dis-

tributed data further increase the potential benefit

of 4DEnVar over 3DEnVar DA as stated in the

introduction. The temporal coverage of the TDR data

is between 1258 and 1417 UTC for the 1200 UTC

cycle and between 1617 and 1708 UTC for the 1800

UTC cycle. The spatial coverage of the TDR data is

added to Fig. 7a.

The hybrid 4DEnVar analysis in 4DEVTR better

captures the structure of Edouard during this period.

Figure 7 compares 1-km winds (Figs. 7a–c) and a vertical

cross section of winds (Figs. 7d–f) with the HRD radar

composite. The HRD radar composite shows a wind

maximum southeast of the storm center as well as a sec-

ondary wind maximum east of the storm center. The

vertical cross section in Fig. 7d captures the edge of the

FIG. 7. Horizontal plots of (a)–(c) wind (shading and vectors) and pressure (contours) at 1-km height as well as

west–east cross sections of (d)–(f) wind speed (shading), potential temperature (black contours), and relative

humidity (white contours) for the (left) HRD radar wind composite, (middle) 3DEV, and (right) 4DEVTR for the

fourth TDR-involved cycle valid at 1200 UTC 17 Sep 2014. The west–east vertical cross sections in (d)–(f) are

denoted by the corresponding red lines in (a)–(c). The blue line in (a)–(c) denotes the flight track when TDR data

were available between 1258 and 1417 UTC, and the turquoise line in (a) denotes the flight track when TDR data

were available between 1617 and 1708 UTC. Because of the data distribution, the HRD radar composite is valid at

1500 UTC 17 Sep 2014.
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inner wind maximum between ;1 and 35km east of the

storm center as well as the complete outer maximum at

60km. Compared with the HRD radar composite, 3DEV

contains a spuriously strong wind maximum ;50–75km

east of the storm (Figs. 7b,e), while 4DEVTR has two

maxima roughly at the correct locations (Figs. 7c,f).

Likewise, theMSLPandVmax forecasts initialized from

the 4DEVTR analysis for this cycle are more consistent

with the best track than the forecasts initialized from the

3DEV analyses, especially at early lead times (not shown).

Consistent analysis and forecast performance in 4DEVTR

and 3DEV are also found in the next consecutive cycle

valid at 1800 UTC (not shown). This result suggests the

benefit of utilizing 4DEnVar over 3DEnVar in the situa-

tion of rapidly evolving error covariance and temporally

unevenly distributed observations.

Figures 8a–d show the track, RMW,MSLP, and Vmax

forecast absolute errors over all cycles for the 4DEVTR

and the 3DEV experiments. From section 3b, the only

difference between 4DEVTR and 3DEV is the DA

method applied for the TDRcycles. Therefore, by design,

4DEVTR reveals the direct impact of 4DEnVar on an-

alyses and forecasts where TDR was available and also

the secondary impact on subsequent analyses and fore-

casts. The performance of track forecasts by 3DEV and

4DEVTR are comparable although slight but statistically

significant degradation is found in 4DEVTR at longer

lead times (Fig. 8a). The RMW absolute forecast error is

also in general comparable between 3DEV and

4DEVTR except for the first 18h. This initial RMW

degradation in 4DEVTR is primarily found during the

‘‘decaying double-eyewall’’ stage of Edouard (Abarca

et al. 2016). Although the double eyewall is correctly

captured by 4DEVTR and missed by 3DEV during this

stage, sometimes 4DEVTR places a slightly larger wind

maximum to the secondary eyewall rather than the pri-

mary eyewall, which leads to a larger RMW (not shown).

The main forecast improvement in 4DEVTR comes

at early lead times. Relative to 3DEV, 4DEVTR mea-

sured in absolute errors, significantly improved MSLP

forecasts for the first 15 h and also Vmax forecasts for

the first 45 h (Figs. 8c,d). The MSLP and Vmax im-

provements at the early lead times for 4DEVTR are

consistent with the better analyses that greatly reduced

spurious wind maxima (e.g., Figs. 7 and 8f). The results

are mixed at later lead times. Biases in 3DEV of MSLP

and Vmax appear to benefit from compensating errors

(i.e., strong initial bias followed by an unrealistically

slow intensification rate). As shown in Figs. 8e and 8f,

4DEVTRhas amuch smaller bias at the initial time yet a

similarly erroneous intensity evolution as 3DEV. This

results in 4DEVTR having larger bias values from 6- to

12-h lead time through about 66–78 h.

d. Investigation of intensity forecast improvement
over the operational HWRF

As stated in the introduction, this subsection explores

the potential of the newly developed DA system to

improve the intensity forecast by comparing the ana-

lyzed TC structure with that from the operational

HWRF where negative Vmax bias occurred during the

intensification of Edouard.

Figure 8 shows the track, RMW, MSLP, and Vmax

forecast errors averaged over the 32 cycles from the

operational HWRF. The performance of track fore-

casts measured in absolute errors between 4DEVTR

and the 2014 operational HWRF are in general mixed,

where 4DEVTR performs better in the later lead times

and worse in the earlier lead times. 4DEVTR generally

produces better size forecasts as compared to the op-

erational HWRF except the first 18 h (Fig. 8b). The

slightly larger initial RMW of 4DEVTR has been dis-

cussed in section 4c due to the ambiguity of identifying

theRMWwhen a realistic double eyewall is captured in

4DEVTR. Significant improvements in bothMSLP and

Vmax forecasts are found in 4DEVTR compared to the

operational HWRF in terms of both absolute errors

and biases (Figs. 8c–f). The only exception is the

slightly worse Vmax at the analysis time, which can be

attributed to not using VI for the TDR-involved cycles

in 4DEVTR. Specifically, 4DEVTR improves the 0–120-h

MSLP forecast and the 8–120-h Vmax forecasts as com-

pared with the operational HWRF.

Figure 9, which superposes all the deterministic

MSLP and Vmax forecasts during Edouard (Figs. 9a,b),

shows that the improvements in the forecasts from

4DEVTR primarily occur during the intensifying

period.3,4 Figures 9c and 9d show that 4DEVTR

significantly alleviated the weak biases in the opera-

tional HWRF that resulted from slow or delayed in-

tensification early in the forecast. Examples of two

consecutive DA cycles during the intensifying period

from 0000 and 0600 UTC 14 September 2014 are

given in Figs. 9e–h. Since 4DEVTR uses the same

physics as the operational HWRF (except the ocean

coupling, which testing revealed to not impact results,

not shown), the improvement seen here is likely a

result of the upgraded DA system relative to the

operational HWRF.

3 Following Rogers et al. (2013a), an ‘‘intensifying’’ period is one

in which the 12-h best track Vmax change is greater than 20 kt

(24 h)21 [’10.3m s21 (24 h)21]. Given this definition, the in-

tensifying period is identified from 1200UTC 13 September to 0600

UTC 15 September 2014.
4 The first TDR mission was after this period.
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FIG. 8. As in Fig. 6, but for 3DEV (turquoise), 4DEVTR (blue), and the operational

HWRF (red). The orange histograms below (a)–(d) are the bootstrap significance levels

where 3DEV is statistically different from the operational HWRF (A: ‘‘3DEV’’ minus

B: ‘‘Oper.HWRF’’). The red and blue histograms denote the bootstrap significance levels

where 4DEVTR is statistically different from the operational HWRF (A: ‘‘4DEVTR’’

minus B: ‘‘Oper.HWRF’’) and 3DEV (A: ‘‘4DEVTR’’ minus B: ‘‘3DEV’’).
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Figure 10 shows the time-averaged azimuth mean of

inertial stability, radial wind, and tangential wind for the

analyses and 12-h forecasts during the intensifying pe-

riod of Edouard for both 4DEVTR and the operational

HWRF. The inertial stability is calculated following

Schubert and Hack (1982). In general, the analyses from

4DEVTR (Fig. 10a) have stronger inertial stability,

a smaller RMW, shallower inflow depth, and stronger

tangential wind compared with the analyses from the

operational HWRF (Fig. 10d). The high inner-core

inertial stability analyses are known to favor intensifi-

cation (e.g., Schubert and Hack 1982; Holland and

Merrill 1984; Hack and Schubert 1986), and the consis-

tently strong inertial stability in 4DEVTR during the

first 12 h is consistent with a continuous increase of the

intensity of the storm initialized by 4DEVTR during

the intensifying period of Edouard. These features are

also consistent with findings from individual cycles such

as those in Fig. 9. On the contrary, the analyses from the

operational HWRF show weaker inertial stability,

larger RMW, and weaker tangential wind in general

(Fig. 10d). Therefore, the storm analyzed by the oper-

ational HWRF is less likely to produce immediate in-

tensifications compared to 4DEVTR.

Additionally, similar Vmax but weaker inertial sta-

bility in the operational HWRF as compared to

4DEVTR indicates the nature of the vortices from the

operational HWRF is inherently different. Fourier de-

composition diagnostics were therefore performed on

the absolute vorticity in the analyses following Reasor

et al. (2000) to illustrate this point. The averaged per-

centage of variance explained by each wavenumber

within the 1.5 RMW range over all model levels during

the intensifying period is shown in Table 3. Larger per-

centages on relatively high wavenumbers indicate more

asymmetric TC vortices. Table 3 thus indicates that the

analyzed operational HWRF vortices are less symmetric

than those from 4DEVTR. These asymmetric anomalies

possibly contribute to the delayed intensification in the

operational HWRF (e.g., Nolan and Montgomery 2002;

Nolan and Grasso 2003; Nolan et al. 2007).

5. Summary and conclusions

A GSI-based, continuously cycled, dual-resolution

hybrid EnKF–Var DA system is developed for HWRF

with a self-consistent HWRF EnKF ensemble and a

newly developed directed moving nest strategy. Both

the hybrid 3DEnVar and hybrid 4DEnVar capabilities

have been implemented with the system. The system

also integrates with VM and VR that are used in

the operational HWRF. In this paper, the newly de-

veloped hybrid DA system is first described. Using

Hurricane Edouard (2014), a few scientific questions

discussed in section 1 are investigated by multiple sets

of experiments.

In the baseline 3DEV experiment, 3DEnVar with

FGAT is applied every 6 h continuously from the be-

ginning to the end of Edouard (2014), assimilating the

TDR radial velocity observations on board NOAA P-3

aircraft in addition to all in situ and satellite radiance

observations from the operational HWRF data stream.

Dual-resolution 3DEnVar is implemented with a con-

trol analysis at 3-km horizontal grid spacing and a self-

consistent HWRF EnKF ensemble at 9-km horizontal

grid spacing. 3DEV adopts the newly developed di-

rected moving nest strategy within continuous DA and

forecast cycling associated with moving nests. VR is

applied for both the control and ensemble background

forecasts, and VM is applied to the control background

in this experiment where TDR is not available. All other

experiments are identical to 3DEV except each has

major difference to address the scientific questions.

To investigate the impact of introducing a high-

resolution nest with dual-resolution DA in the base-

line 3DEV experiment, 3DEV-9kmS is conducted

where both the control and the ensemble background

are run at 9-km horizontal grid spacing only. With the

high-resolution control analysis, 3DEV produces storm

structures with more detail and in better agreement with

the observations as compared with 3DEV-9kmS. The

subsequent forecast suggests that the better analysis in

3DEV provides better subsequent MSLP and Vmax

forecasts measured in both absolute errors and biases at

early lead times compared to 3DEV-9kmS. These im-

provements seem to be short lived. The track and RMW

forecasts are not improved by introducing the high-

resolution control analysis.

Two experiments were designed and conducted to

investigate the importance of integrating VR and VM in

the cycled hybrid DA system. Completely removing VR

and VM (3DEV-NVRM vs 3DEV-NEVR) significantly

degrades the TC analysis, the subsequent track, Vmax,

andMSLP forecasts. Compared to not applying VM and

VR at all (3DEV-NVRM), applying VR to the control

background for all DA cycles and applying VM to the

control background to the DA cycles without TDR

(3DEV-NEVR) significantly improves the TC structure

analysis, overall track forecasts, and RMW forecasts for

the first 72 h, MSLP forecast out to 120 h, and Vmax

forecast for the first 51 h.Applying additional VR for the

ensemble background forecasts improves the TC struc-

ture analysis further (3DEV). Specifically, the wind

maxima are located in the quadrant that is consistent

with the verifying observations, and spurious double

SLP minima no longer exist. The subsequent short-term
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FIG. 9. (a) MSLP and (b) Vmax forecasts for all missions during Edouard for the

operational HWRF (red), 4DEVTR (blue), and best track (black). The dashed lines

denote the forecasts initialized from each DA cycle and the solid lines denote the

multiforecast average valid at the same time. The (c) MSLP and (d) Vmax forecast

error bias during the intensifying period [Vmax change. 20 kt (24 h)21] between 1200

UTC13 Sep and 0600UTC15 Sep 2014 are given. The (e),(g)MSLP and (f),(h)Vmax

forecast for (e),(f) 10th cycle at 0000 UTC and (g),(h) 11th cycle at 0600 UTC 14 Sep

2014 are also given.
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MSLP and Vmax forecasts measured in terms of abso-

lute errors are improved, although the improvements

do not last long. The track, RMW, MSLP, and Vmax

forecasts in 3DEV do not in general show consistent

improvement over 3DEV-NEVR. However, systematic

MSLP and Vmax error bias evolutions are in general

better in 3DEV than in 3DEV-NEVR especially at the

early lead times.

By design, 6-hourly hybrid 3DEnVar is not able to

represent the fast-evolving error structures due to the

lack of temporal flow dependency in the background

error covariance. This issue is illustrated when Edouard

went through rapid eyewall replacement, and the inner-

core TDR data were brief and unevenly distributed.

Experiment 4DEVTR is designed to investigate the

impact of using 4DEnVar DA in comparison with

3DEnVar for such situations. 4DEnVar improves the

analyzed TC structure, as illustrated by its reduction of a

spuriously strong wind maximum produced by 3DEn-

Var. Consistently, MSLP and Vmax forecasts are im-

proved at early lead times initialized by 4DEnVar as

compared with 3DEnVar, although slight degradations

are found in the track forecasts. These track degrada-

tions warrant further investigations with a larger sample

in the future.

The newly developed EnVar DA system is found to

improve the MSLP and Vmax forecasts of Edouard

(2014) due to the better analyses during the intensifying

period compared to the operational HWRF. Further

diagnostics indicate that the analyzed inner-core struc-

ture by EnVar possesses stronger inner-core inertial

stability, a smaller radius of maximum wind, stronger

tangential wind, and more symmetric inner-core vor-

ticity structures during the intensifying period compared

FIG. 10. Mean azimuth mean inertial stability (shading; 1026 s22), radial wind (purple contours; dashed for inflow, solid for outflow;

m s21), and tangential wind (black contours; m s21) averaged over intensifying period (8 cycles in total from 1200 UTC 13 Sep to

0600 UTC 15 Sep 2014) for (a)–(c) 4DEVTR and (d)–(f) the operational HWRF and valid at (a),(d) 0; (b),(e) 6; and (c),(f) 12 h.

DECEMBER 2017 LU ET AL . 4895

Unauthenticated | Downloaded 12/28/22 07:32 PM UTC



to the analysis produced by the operational HWRF

system. This difference in structure may be responsible

for the intensity forecast improvement.

The current study represents the first step of testing,

evaluating, and understanding the newly developed

hybrid DA system for HWRF. This system has served

as a basis for the 2017 operational HWRF imple-

mentation and systematic experiments have been con-

ducted before the implementation (J. Sippel 2017,

personal communication). Although 32 cycles of con-

tinuously cycled DA and forecasts are performed in this

study, the sample size is still relatively small. Further

experiments are needed to systematically test the system

with manymore cases and with other types of inner-core

observations. Additionally, more frequent assimilation

cycles (e.g., using an hourly DA interval) offers an al-

ternative way to take into account the quickly evolving

error covariance. Therefore, further experiments are

warranted to explore optimal DA configurations.
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